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Abstract. Explicit Runge–Kutta schemes with large stable step sizes are developed for integration
of high-order spectral difference spatial discretizations on quadrilateral grids. The new schemes
permit an effective time step that is substantially larger than the maximum admissible time step of
standard explicit Runge–Kutta schemes available in the literature. Furthermore, they have a small
principal error norm and admit a low-storage implementation. The advantages of the new schemes
are demonstrated through application to the Euler equations and the linearized Euler equations.
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1. Introduction. Throughout the past two decades, the development of high-
order accurate spatial discretization has been one of the major fields of research in
numerical analysis, computational fluid dynamics (CFD), computational aeroacous-
tics (CAA), computational electromagnetism (CEM), and in general computational
physics characterized by linear and nonlinear wave propagation phenomena. High-
order discretizations have the potential to improve the computational efficiency re-
quired to achieve a desired error level by allowing the use of coarser grids. Indeed, in
modern wave propagation problems characterized by complicated geometries, complex
physics, and a wide disparity of length scales (e.g., large eddy simulation, turbulent
combustion, flow around flapping wings, and rotor-blade interaction), the need for
high-accuracy solutions leads to a prohibitive computational cost when low-order (i.e.,
1st- and 2nd-order accurate) discretizations are used. High-order schemes have much
better wave propagation properties and a truncation error that decreases more rapidly
than that of low-order schemes if the solution is sufficiently smooth. Therefore, for
problems that require very low numerical dissipation and small error levels, it may
be advantageous to use high-order spatial discretization schemes; see, for instance,
[7, 8, 44, 41].

Among high-order methods, the spectral difference (SD) scheme is receiving in-
creasing attention [10, 14, 28, 31, 32, 33, 2, 29]. The SD scheme offers several interesting
properties. It is able to obtain solutions with arbitrarily high order of accuracy. It
can be applied to unstructured quadrilateral and hexahedral meshes (tensorial cells).
The conservation laws to be solved are in differential form, avoiding the use of costly
high-order accurate quadrature formulas.
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Although the formulation of high-order spatial discretization is now fairly mature, the
development of techniques for efficiently solving systems of ordinary differential equations (ODEs)
arising from high-order accurate spatial discretizations has received
greater attention. The cost of solving an initial value problem up to a fixed time is
inversely proportional to the time step used, so it is desirable to use the largest
step size possible if the temporal discretization error is acceptable. For higher-order
schemes, the spectrum of the Jacobian of the semidiscretization often has increasingly
large eigenvalues. As a result, the step size is often limited by stability requirements,
which become stricter with higher-order methods. Implicit methods allow the use
of much larger step sizes, but lead to very large memory requirements that may not
be feasible. Moreover, the development of efficient algebraic solvers for high-order
implicit discretizations remains challenging. Thus, explicit time integration methods
that allow large step sizes and require less memory seem to be an appealing alternative.

This work focuses on the development of new optimized explicit Runge–Kutta
(ERK) schemes to compute wave propagation efficiently and accurately with high-
order SD methods on unstructured uniform or quasi-uniform quadrilateral cell grids.
The schemes are optimized with respect to the spectrum of the SD discretization,
using the two-dimensional (2D) advection equation as a model problem. Linear sta-
bility optimization determines the coefficients of the stability polynomial but does not
uniquely determine the full RK method. A second optimization step is used to deter-
dine the Butcher coefficients of the scheme, optimized for a small leading truncation
error constant and low-storage form. The low-storage form is crucial for memory
reasons, since many stages are used.

Many authors have studied the design of optimal ERK schemes with many stages
for integration of high-order discretizations of partial differential equations (PDEs).
Past efforts focused on schemes with a relatively smaller number of stages [1, 37, 12,
30, 3]. By using the algorithm developed in [25], we are able to develop schemes with
a much larger number of stages and with a higher order of accuracy. Our work is also
the first to develop schemes specifically for the SD semidiscretization. Whereas past
studies have focused on application to linear problems only, and typically employed
structured grids, we validate the effectiveness of our methods also on a nonlinear, fully
unstructured example. Our new optimal ERK methods increase the computational
efficiency of the SD method for wave propagation problems up to 65% and 57%,
respectively, for 4th-order and 5th-order accurate simulations.

The remainder of the paper is organized as follows. In section 2, we review the
SD method for tensor product cells (quadrilateral and hexahedral cells). Section 3
is devoted to the description of the two-step optimization algorithm used to design new
ERK schemes, in which we first select an optimal stability polynomial and then design
a corresponding ERK method. We also present the main features of the optimized
methods and discuss their theoretical efficiency. Section 4 presents numerical results
for three benchmark test problems, which demonstrate that the new schemes lead to
large performance gains over standard ERK schemes available in the literature, for
both linear and nonlinear problems. Conclusions and future directions are given in
section 5.

A repository containing the data and software for reproducing all experimental re-
sults and figures in this paper is available online (https://github.com/ketch/optimized-
erk-sd-rr).

2. Spectral difference discretization. In this section, we review the SD ap-
proach to semidiscretization of hyperbolic conservation laws.
Consider the general hyperbolic system of conservation laws over a three-dimensional domain $\Omega \subset \mathbb{R}^3$ with boundary $\partial \Omega$ and completed with consistent initial and boundary conditions:

\begin{align}
\begin{cases}
\frac{\partial q}{\partial t} + \nabla \cdot \vec{f}(q) = s(q) & \text{in } \Omega \times [t^0, t^e] , \\
q(x, 0) = q^0(x) & \text{on } \Omega , \\
q|_{\partial \Omega}(t) = q^b(t) & \text{on } \partial \Omega .
\end{cases}
\tag{2.1}
\end{align}

Here, $x$, $q$, $\vec{f}$, $s$, $t^0$, and $t^e$ are, respectively, the position vector, the vector of the conserved variables, the flux vector, source terms, and the lower and upper bound of the time interval. The spatial domain $\Omega$ is discretized into tensor product cells with domain and boundary $\Omega_i$ and $\partial \Omega_i$.

For each cell $i$, take a mapped coordinate system $\vec{\xi} = [\xi, \eta, \zeta]^T$. The transformation from the standard to the physical element in the global Cartesian coordinates for the cell $i$ is given by

\begin{align}
\vec{x}_i = \begin{bmatrix} x_i(\xi, \eta, \zeta) \\ y_i(\xi, \eta, \zeta) \\ z_i(\xi, \eta, \zeta) \end{bmatrix} = \vec{x}_i(\vec{\xi}) ,
\tag{2.2}
\end{align}

with Jacobian matrix $\vec{J}_i$ and Jacobian determinant $J_i$. The fluxes projected in the mapped coordinate system ($\vec{f}_{\xi}^i$) are then related to the flux components in the global coordinate system by

\begin{align}
\vec{f}_{\xi}^i = \begin{bmatrix} f_i^\xi \\ g_i^\xi \\ h_i^\xi \end{bmatrix} = \vec{J}_i \vec{J}_i^{-1} \begin{bmatrix} f_i \\ g_i \\ h_i \end{bmatrix} = \vec{J}_i \vec{J}_i^{-1} \vec{f}_i .
\tag{2.3}
\end{align}

Therefore, the hyperbolic system (2.1) can be written in the mapped coordinate system as

\begin{align}
\frac{\partial (J_i q_i)}{\partial t} + \frac{\partial (J_i q_i^\xi)}{\partial \xi} + \frac{\partial (J_i q_i^\eta)}{\partial \eta} + \frac{\partial (J_i q_i^\zeta)}{\partial \zeta} = -\nabla \cdot \vec{f}_{\xi}^i ,
\tag{2.4}
\end{align}

where $q_i^\xi \equiv J_i q_i$ and $\nabla \cdot \vec{f}_{\xi}^i$ are the conserved variables and the differential operator in the mapped coordinate system, respectively.

For a $(p + 1)$th-order accurate $d$-dimensional scheme, $N^s$ solution collocation points with index $j$ are introduced at positions $\vec{\xi}_j$ in each cell $i$, with $N^s$ given by $N^s = (p + 1)^d$. Given the values at these points, a polynomial approximation of degree $p$ of the solution in cell $i$ (i.e., $q_i$) can be constructed. This polynomial is called the solution polynomial and is usually composed of a set of Lagrangian basis polynomial $L_j^s(\vec{\xi})$ of degree $p$:

\begin{align}
Q_i(\vec{\xi}) = \sum_{j=1}^{N^s} Q_{i,j} L_j^s(\vec{\xi}) ,
L_j^s(\vec{\xi}) = \delta_{jm} , \quad j, m = 1, \ldots, N^s .
\tag{2.5}
\end{align}
Therefore, the unknowns of the SD method are the interpolation coefficients $Q_{i,j} = Q_i(\tilde{\xi}_j)$ which are the approximated values of the conserved variables $q_i$ at the solution points.

The divergence of the mapped fluxes $\tilde{\nabla} \cdot \tilde{f}^{\xi}$ at the solution points is computed by introducing a set of $N_f$ flux collocation points with index $l$ and at positions $\tilde{\xi}_f$, supporting a polynomial of degree $p + 1$. The evolution of the mapped flux vector $\tilde{f}^{\xi}$ in cell $i$ is then approximated by a flux polynomial $\tilde{F}_i^{\xi}$, which is obtained by reconstructing the solution variables at the flux points and evaluating the fluxes $\tilde{F}_i^{\xi}$ at these points. The flux is represented by a separate Lagrange polynomial:

\begin{equation}
\tilde{F}_i^{\xi}(\xi) = \sum_{l=1}^{N_f} \tilde{F}_i^{\xi} L_f^l(\xi),
\end{equation}

\begin{equation}
L_f^l(\xi_m) = \delta_{lm}, \quad l, m = 1, \ldots, N_f.
\end{equation}

Hence, the coefficients of the flux interpolation are defined as

\begin{equation}
\tilde{F}_i^{\xi} = \begin{cases} 
\tilde{F}_i^{\xi}(\tilde{\xi}_f^l), & \tilde{\xi}_f^l \in \Omega_i, \\
\tilde{F}_i^{\xi}_{\text{num}}(\tilde{\xi}_f^l), & \tilde{\xi}_f^l \in \partial \Omega_i,
\end{cases}
\end{equation}

where $\tilde{F}_i^{\xi}_{\text{num}}$ is the flux vector at the cell interface. In order to maintain conservation at a cell level, the flux component normal to a face (i.e., $\tilde{F}_i^{\xi} \cdot \vec{n}$) must be continuous between two neighboring cells. However, the solution at a face is in general not continuous and requires the solution of a Riemann problem. For many nonlinear hyperbolic systems, such as the compressible Euler equations, the exact Riemann solution cannot be written in closed form and is prohibitively expensive to compute. Therefore, cheaper approximate Riemann solvers are typically used. The tangential component of $\tilde{F}_i^{\xi}_{\text{num}}$ is usually taken from the interior cell (see, for instance, [45]).

Taking the divergence of the flux polynomial $\tilde{\nabla} \cdot \tilde{F}_i^{\xi}$ in the solution points results in the following modified form of (2.4), describing the evolution of the conservative variables in the solution points:

\begin{equation}
\frac{dQ_{i,j}}{dt} = -\tilde{\nabla} \cdot \tilde{F}_i \bigg|_j = -\frac{1}{J_{i,j}} \tilde{\nabla} \cdot \tilde{F}_i^{\xi} \bigg|_j = R_{i,j},
\end{equation}

where $\tilde{F}_i$ is the flux polynomial vector in the physical space, whereas $R_{i,j}$ is the SD residual associated with $Q_{i,j}$. This is a system of ODEs, in time, for the unknowns $Q_{i,j}$.

2.1. Solution and flux points distributions. Huynh [20] showed that for quadrilateral and hexahedral cells, tensor product flux point distributions based on a one-dimensional (1D) flux point distribution consisting of the end points and the Legendre–Gauss quadrature points lead to stable schemes for arbitrary order of accuracy.

In 2008, Van den Abeele, Lacor, and Wang [38] showed an interesting property of the SD method, namely, that it is independent of the positions of its solution points.
in most general circumstances, for both simplex and tensor-product cells. In the
above work it has been shown that the distribution of the solution points has very
little influence on the properties of the SD schemes, and in fact, for linear problems,
different distributions lead to identical results. This property greatly simplifies the
design of SD schemes, since one must only take care of the flux point distributions. It
also implies an important improvement in efficiency, since the solution points can be
placed at flux point positions, and thus a significant number of solution reconstructions
can be avoided. Recently, this property has been proved by Jameson [21].

Figure 2.1 shows a typical distribution of flux and solution points for a 3rd-order
SD scheme in two dimensions.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig2_1.png}
\caption{Typical 3rd-order \((p = 2)\) quadrilateral SD cells, with componentwise flux point
distributions. Solution (○), \(\xi\)- (▼), and \(\eta\)-flux points (▲).}
\end{figure}

\subsection{2.2. Advection equation.}
The advection equation represents the simplest hyperbolic conservation law. It models the advection of a scalar conserved variable \(q\) with constant advection speed \(\vec{a}\). The conserved variables and the convective flux are then

\begin{equation}
q = q,
\end{equation}

\begin{equation}
\vec{f} = \vec{a} q.
\end{equation}

Therefore, the conservation law reads

\begin{equation}
\frac{\partial q}{\partial t} + \nabla \cdot (\vec{a} q) = 0.
\end{equation}

\subsubsection{2.2.1. Spectrum of the 2D advection equation.}
Despite its simplicity, the 1D advection equation is often used as a model problem to design and analyze new spatial discretization schemes for convection-dominated problems. It is also used to optimize the coefficients of time integration algorithms for CFD, and for wave propagation problems in general.
In this work, however, we use the 2D advection equation as a model. In the 2D case, the discrete operator arising from the spatial discretization is also a function of the convective velocity direction. This approach allows us to consider different wave propagation trajectories and optimize the RK coefficients by using a richer spectrum (or Fourier footprint) than that of the 1D advection equation. The richer spectrum leads to a design of more robust schemes. In the remaining part of this section, the procedure used to compute the Fourier footprint is described.

Equation (2.10) is discretized in space by the SD scheme. A uniform grid with periodic boundary conditions is considered. The grid is defined by a generating pattern, which is the smallest part from which the full grid can be reconstructed by periodically repeating the pattern in all directions. For the 2D case and uniform quadrilateral meshes, the generating pattern is completely defined by the vectors \( \vec{r}_1 \) and \( \vec{r}_2 \) (see Figure 2.2) whose nondimensional form is obtained by scaling them with the length of \( \vec{r}_1 \), denoted by \( \Delta r \): \( \vec{r}_1' \equiv \Delta r \vec{r}_1 \) and \( \vec{r}_2' \equiv \Delta r \vec{r}_2 \). If the dimensionless vector \( \vec{r}_1' \) is chosen as \( [1 \ 0]^T \), then the dimensionless mesh is completely defined by the two components of \( \vec{r}_2' \).

![Generating pattern](image)

The advection speed \( \vec{a} \) in (2.10) is defined by its amplitude \( |\vec{a}| \) and orientation angle \( \psi \):

\[
\vec{a} = |\vec{a}| \begin{bmatrix} \cos \psi \\ \sin \psi \end{bmatrix}.
\]

At cell faces the solution is discontinuous, so two values for the convected variables are available. The normal flux component is calculated using the following approximate Riemann solver:

\[
\vec{F}(Q_L, Q_R) \cdot \vec{1}_n = \vec{a} \cdot \vec{1}_n \frac{Q_L + Q_R}{2} - |\vec{a} \cdot \vec{1}_n| \frac{Q_R - Q_L}{2},
\]

where \( \vec{1}_n \) is the unit normal oriented from the left to the right side, and indices \( L \) and \( R \) indicate, respectively, the left and right neighboring cell to a face. In the present analysis, the internal component in each cell is used for the tangential flux component.
After the SD semidiscretization of (2.10) on a uniform quadrilateral mesh, the following system of ODEs is obtained:

\[
\frac{dQ_{i,j}}{dt} + |\vec{a}| \Delta r \left( T^{0,0} Q_{i,j} + T^{-1,0} Q_{i-1,j} + T^{0,-1} Q_{i,j-1} + T^{+1,0} Q_{i+1,j} + T^{0,+1} Q_{i,j+1} \right) = 0,
\]

(2.13)

where the five matrices \( \mathbf{T} \) are determined by the coefficients of the spatial discretization. They depend on the order of accuracy \( p \) of the SD scheme, the generating pattern, and the advection velocity orientation angle \( \psi \). The column vector \( Q_{i,j} \) contains all solution point variables of the cell with indices \( i \) and \( j \) (Figure 2.2).

Inserting the plane Fourier wave

\[
Q_{i,j}(t) = \tilde{Q}(t) e^{i \vec{K} \cdot (i \vec{r}'_1 + j \vec{r}'_2) \Delta r}
\]

(2.14)

into (2.13) results in

\[
\frac{d\tilde{Q}}{dt} + |\vec{a}| \Delta r \left( \mathbf{T}^{0,0} + \mathbf{T}^{-1,0} e^{-i \vec{K} \cdot \vec{r}'_1} + \mathbf{T}^{0,-1} e^{-i \vec{K} \cdot \vec{r}'_2} + \mathbf{T}^{+1,0} e^{i \vec{K} \cdot \vec{r}'_1} + \mathbf{T}^{0,+1} e^{i \vec{K} \cdot \vec{r}'_2} \right) \tilde{Q} = 0,
\]

(2.15)

where \( I \equiv \sqrt{-1} \) is the imaginary unit number. Here, \( \vec{k} \) and \( \vec{K} \) are the wave vector and the dimensionless wave vector given by

\[
\vec{k} = |\vec{k}| \begin{bmatrix} \cos \theta \\ \sin \theta \end{bmatrix}
\]

(2.16)

and

\[
\vec{K} = \vec{k} \Delta r = |\vec{k}| \Delta r \begin{bmatrix} \cos \theta \\ \sin \theta \end{bmatrix},
\]

(2.17)

where \( \theta \) is the angle between the wave vector \( \vec{k} \) and the horizontal axis.

Equation (2.15) can be written as

\[
\frac{d\tilde{Q}}{dt} = |\vec{a}| \Delta r \mathbf{L} \tilde{Q},
\]

(2.18)

where the matrix \( \mathbf{L} \) is defined by the SD spatial operator. The set of eigenvalues of \( \mathbf{L} \) is the spectrum or Fourier footprint of the spatial discretization. The spectrum depends on the order of accuracy \( p \) of the SD scheme, the generating pattern, the direction \( \psi \) of the convective velocity, and the dimensionless wave number vector \( \vec{K} \).

Here we take a uniform Cartesian grid defined by

\[
\vec{r}'_1 = \begin{bmatrix} \Delta r \\ 0 \end{bmatrix}, \quad \vec{r}'_2 = \begin{bmatrix} 0 \\ \Delta r \end{bmatrix}
\]

(2.19)

and, for a given order of accuracy, we compute the spectrum of the operator \( \mathbf{L} \) by varying \( \psi, K, \) and \( \theta \).
3. Optimized RK schemes. The spectral difference semidiscretization of a PDE described in the previous section leads to an initial value problem,

\[
\begin{cases}
Q'(t) = F(Q), \\
Q(0) = Q_0,
\end{cases}
\]

(3.1)

where \( Q(t) : \mathbb{R} \rightarrow \mathbb{R}^{N_{DOF}} \) and \( F : \mathbb{R}^{N_{DOF}} \rightarrow \mathbb{R}^{N_{DOF}} \) are the vector of the unknowns and the vector of the residuals, respectively. The number of degrees of freedom is denoted by \( N_{DOF} = N \times N^s \), where \( N \) is the number of cells used to discretize the domain \( \Omega \). System (3.1) is typically integrated by using a high-order accurate ERK time discretization, which takes the form

\[
Y_i = Q^n + \Delta t \sum_{j=1}^{i-1} a_{ij} F(Y_j),
\]

(3.2)

\[
Q^{n+1} = Q^n + \Delta t \sum_{j=1}^{i-1} b_j F(Y_j)
\]

for a scalar ODE. The properties of the RK method are determined by its coefficient matrix \( A = [a_{ij}] \) and column vector \( b = [b_j] \), which are referred to as the Butcher coefficients [5]. In this section, we describe our approach to designing RK schemes that maximize the absolutely stable time step size, have reasonably small error constants, and can be implemented with low storage requirements.

3.1. Optimization of the stability polynomial. Stability of RK integration is studied by applying the method (3.2) to the linear scalar test problem \( Q'(t) = \lambda Q \).

Any RK method applied to this problem yields an iteration of the form

\[
Q^{n+1} = \psi(\Delta t \lambda) Q^n,
\]

(3.3)

where the stability function \( \psi(z) \) depends only on the coefficients of the RK method (see [16, section 4.3], [5, 17]):

\[
\psi(z) = 1 + \sum_{j=0}^{s} b^T A^{j-1} e z^j.
\]

(3.4)

Here \( e \) is a column vector of size \( s \) made by ones. The stability function governs the local propagation of errors, since any perturbation to the solution will be multiplied by \( \psi(\Delta t \lambda) \) at each subsequent step.

We say the iteration (3.3) is absolutely stable if

\[
\Delta t \lambda \in S, \quad \text{where} \quad S = \{ z \in \mathbb{C} : |\psi(z)| \leq 1 \}.
\]

(3.5)

The set \( S \) is referred to as the absolute stability region.

When applied to a linear system of PDEs (such as the advection or linearized Euler equations discussed in the previous section), the SD semidiscretization leads to a linear, constant-coefficient initial value problem, i.e., (3.1) with \( F(Q) = \frac{\partial}{\partial t} L Q \), where \( L \) is a fixed square matrix that depends on the order of accuracy \( p \) of the spatial discretization, the generating pattern (see Figure 2.2), the direction \( \psi \) of the convective velocity defined in (2.11), and the dimensionless wave number vector \( \vec{K} \) given by (2.17).
Application of an RK method to (3.1) leads to the iteration

\[ Q^{n+1} = \psi(\nu L) Q^n, \]

where \( \nu = |\bar{\omega}| \frac{\Delta t}{\Delta x} \) is the CFL number. Assume that \( L \) is diagonalizable and let \( \lambda_i, i = 1, \ldots, N_{\text{DOF}} \), denote its eigenvalues. Then the solution is absolutely stable for CFL number \( \nu \) if

\[ \nu \lambda_i \in S \quad \text{for } 1 \leq i \leq N_{\text{DOF}}. \]

Thus the maximum absolutely stable step size is

\[ \nu_{\text{stab}} = \max\{\nu \geq 0 : |\psi(\nu \lambda_i)| \leq 1 \text{ for } i = 1, \ldots, N_{\text{DOF}}\}. \]

Although this analysis is based on the linear problem, it is often used to obtain a practical step size restriction for the nonlinear problem (3.1) by considering the spectrum of the Jacobian of \( F(Q) \).

The stability function of an \( s \)-stage, order \( p \) ERK method takes the form

\[ \psi(z) = \sum_{j=0}^{s} \beta_j z^j = \sum_{j=0}^{p} \frac{1}{j!} z^j + \sum_{j=p+1}^{s} \beta_j z^j. \]

In other words, it is a polynomial of degree \( s \) that approximates the exponential function to order \( p \) (as \( z \to 0 \)). Comparing (3.9) with (3.4), we see that the stability polynomial coefficients can be expressed in terms of the Butcher coefficients by the formula \( \beta_j = b^T A_j^{-1} e \).

It is natural then to design optimal polynomials by choosing the coefficients \( \beta_j \) in (3.9) so as to maximize \( \nu_{\text{stab}} \). The optimization problem may be stated formally as follows

**Problem 1 (stability polynomial optimization).**

Choose \( \{\beta_{p+1}, \ldots, \beta_s\} \) to maximize \( \nu \)

subject to

\[ \psi(\lambda) \leq 1 \quad \text{for all } \lambda \in \sigma(L), \]

\[ \psi(z) - \exp(z) = O(z^{p+1}). \]

We solve Problem 1 using a convex optimization approach and bisection with respect to the CFL number \( \nu \), as described in [25]. Specifically, we fix the step size \( \nu \) and solve the resulting convex feasibility problem to determine whether there exists a choice of coefficients \( \beta \) that satisfy the constraints. The upper bound for the initial bisection interval is \( 10^s \), and we use a monomial basis. The bisection search is carried out to an accuracy of \( 10^{-7} \).

This approach allows us to optimize methods with large numbers of stages in order to improve the maximum absolutely stable time step \( \nu_{\text{stab}} \). The optimization is carried out for 2nd- to 5th-order accurate schemes; the constraint points \( \lambda \) are taken as the spectrum of the SD semidiscretization of the same order of accuracy. The latter choice seems to be the most natural one. However, since in many situations the spatial error dominates and a temporal discretization should be chosen to achieve a predefined error tolerance at the lowest possible cost, one might think that a very stable low-order ERK scheme could be a valid alternative. As shown in [34], by using
a very low order of accuracy the linearly stable step size can be dramatically increased over the standard ERK schemes available in the literature, but such a gain reduces to about 5% over the optimal ERK methods presented in this work. Moreover, the speed-up is obtained with some relatively large sacrifices in accuracy.

Figure 3.1 shows the stability regions of the classical 4-stage 4th-order (ERK(4,4)) [27] and optimized 18-stage 4th-order (ERK(18,4)) methods superimposed on the Fourier footprint of the 4th-order SD methods computed varying the direction $\psi$ of the wave propagation velocity vector $\vec{a}$, the solution orientation defined by the angle $\theta$, and the dimensionless wave vector module $|\vec{k}| \Delta r$ (see section 2.2.1). Clearly, the optimized method allows the use of a much larger step size. Notice also that the stability region of the optimized method has nearly the same shape as the convex hull of the SD spectrum.

3.2. Determination of RK coefficients. The choice of stability polynomial does not fully determine the method: an ERK method of $s$ stages has $s(s + 1)/2$ coefficients, and only $s$ of them are constrained by the stability polynomial. We now consider the problem of finding the RK coefficients $A, b$ corresponding to a set of prescribed stability polynomial coefficients $\beta_j$. We use the remaining degrees of freedom to satisfy additional nonlinear order conditions, to obtain a low-storage implementation, and to ensure that the truncation error coefficients are not too large.

While the linear accuracy of the method is determined by the stability polynomial, the nonlinear accuracy depends on a larger set of order conditions $\tau_i^{(j)}(A, b) = 0$, where $j$ ranges from 1 to $p$ and $i$ is simply an identifying index for the individual conditions, each of which is a polynomial of degree $j$. For details concerning RK order conditions, see, for instance, [5]. We ensure that those conditions are satisfied up to order $p$, and we seek to minimize the Euclidean norm of the truncation error coefficients of order $p + 1$ [5, 17]:

$$C^{(p+1)} = \left( \sum_i \tau_i^{(p+1)} \right)^{1/2}.$$
Algorithm 1

Low-storage implementation (3S*).

\[
\begin{align*}
S_3 & \leftarrow u^n \\
S_2 & \leftarrow 0 \\
S_1 & \leftarrow u^n \\
\text{for } i = 1 : s & \text{ do} \\
& t \leftarrow t^n + c_i \Delta t \\
& S_2 \leftarrow S_2 + \delta_i S_1 \\
& S_1 \leftarrow \gamma_{1,i} S_1 + \gamma_{2,i} S_2 + \gamma_{3,i} S_3 + \beta_i \Delta t F(S_1) \\
\text{end for} \\
u^{n+1} & \leftarrow S_1
\end{align*}
\]

Memory requirements for RK methods are typically on the order of \( s \times N_{\text{DOF}} \). To avoid the need for large amounts of memory, we employ the low-storage algorithm presented in [24], which reduces the requirement to \( 3s \times N_{\text{DOF}} \), i.e., 3 registers per stage. The coefficients of the methods are provided in terms of the low-storage formulation, which is given in Algorithm 1. This algorithm also retains the previous solution values so that a step can be restarted if a prescribed stability or accuracy condition is not met.

The optimization problem may be stated formally as follows.

**Problem 2 (RK method optimization).**

Choose \( A, b \) to minimize \( C^{(p+1)} \)

subject to

\[
\begin{align*}
\tau_j^{(i)}(A, b) &= 0 \quad (0 \leq j \leq p), \\
b^T A^{j-1} e &= \beta_j \quad (0 \leq j \leq s), \\
\Gamma(A, b) &= 0.
\end{align*}
\]

Here \( \Gamma(A, b) = 0 \) represents the conditions necessary for the method to be written in low-storage form. In practice, we impose those conditions implicitly by taking the low-storage coefficients as decision variables and computing the Butcher coefficients \((A, b)\) from them.

We use the RK-opt (“Runge–Kutta optimization”) package to search for optimized methods. This software uses MATLAB’s \texttt{fmincon} function with the interior-point algorithm and the multistart global optimization toolbox. Six hundred random initial guesses were used to find each optimized RK method. The RK-opt package and its extensions [26] are freely available at https://github.com/ketch/RK-opt.

### 3.3. Efficiency and CFL number

Time integration with an explicit method always incurs a step size restriction \( \nu \leq \nu_{\text{stab}} \) based on stability. Accuracy typically also leads to a constraint on the time step, which for hyperbolic problems translates to a constraint on the CFL number, of the form \( \nu \leq \nu_{\text{acc}} \), where \( \nu_{\text{acc}} \) is the largest CFL number satisfying a prescribed error tolerance. Other concerns, such as positivity, may further restrict the CFL number, but we focus on \( \nu_{\text{stab}} \) and \( \nu_{\text{acc}} \).

If \( \nu_{\text{stab}} \leq \nu_{\text{acc}} \), stability is the more restrictive concern and the relative efficiency of two RK methods of order \( p \) can be measured as the ratio of the maximum effective
stable CFL number \( \nu_{\text{stab}}/s \):

\[
\chi_{\text{stab}} = \frac{\sigma \nu_1/s_1}{\sigma \nu_2/s_2} = \frac{\nu_1/s_1}{\nu_2/s_2},
\]

where \( \sigma \) denotes a safety factor applied to both schemes. If \( \chi_{\text{stab}} > 1 \), then method 1 is more efficient. This quantity measures the relative time interval integrated per unit of work [23].

On the other hand, if \( \nu_{\text{acc}} < \nu_{\text{stab}} \), accuracy is the more restrictive concern, so relative efficiency should be based on the ratio of step sizes, giving an equivalent global error. A first estimate, assuming that local errors simply accumulate, yields the relative efficiency measure

\[
\chi_{\text{acc}} = \left( \frac{C_2^{(p+1)}}{C_1^{(p+1)}} \right)^{\frac{p}{s}} \frac{s_2}{s_1},
\]

where \( C_1^{(p+1)} \) and \( C_2^{(p+1)} \) are the principal error norms of the two RK schemes (see section 3.2). Note that this measure is meaningful only if both schemes have order \( p \). Although (3.11) is probably too simplistic because the error at each time step feeds back into the computation at the next step, it is used as a guideline for the selection of RK schemes among the optimized methods presented in this paper.

Figure 3.2 shows both \( \chi_{\text{stab}} \) and \( \chi_{\text{acc}} \) for 2nd- to 5th-order optimized schemes over widely used traditional explicit ERK methods of the same accuracy: the midpoint rule ERK(2,2); Heun’s 3-stage 3rd-order ERK(3,3) method [18]; the classical 4-stage 4th-order ERK(4,4) [27]; and the 6-stage 5th-order Runge–Kutta–Fehlberg ERKF(6,5) method [13]. The maximum stable CFL number \( \nu_{\text{stab}} \) defined in section 2.2.1 is also shown for completeness.

3.4. Discussion. We provide optimized methods for \( s \leq 20 \), because for larger values of \( s \), the convex solvers used in the algorithm of [25] often fail due to poor numerical conditioning. However, Figures 3.2(a) and 3.2(b) already show that the marginal efficiency gain achieved by adding another stage becomes vanishingly small for large \( s \).

Indeed, the asymptotic efficiency gain that could be achieved by using additional stages is bounded, since the classical CFL theorem implies that the scheme cannot be stable for a CFL number greater than \( s \) [35]. An even tighter bound can be inferred by recalling that the stability region of an \( s \)-stage ERK cannot contain the closed disk with diameter \([−2,s,0]\) as a proper subset [22]. By determining the largest of such disks contained in the spectrum of the SD method, upper bounds on the efficiency of optimized methods can be obtained. A further refinement can be obtained by using Theorem 5 of [35], which refers to ellipses instead of only disks.

These considerations imply that, for hyperbolic PDE discretizations, only a limited number of stages are necessary to realize most of the potential efficiency gain. Based on Figure 3.2, it seems that the number of stages that provides a significant improvement increases with the order \( p \).

The blue lines indicate that the global error efficiency \( \chi_{\text{acc}} \) of our schemes generally decreases with the number of stages. However, for all schemes, \( \chi_{\text{acc}} \) is within 40% of

\footnote{Notice that (3.11) differs from equation (28) in [23] by the exponent. In Kennedy, Carpenter, and Lewis [23] the power of \( C_2^{(p+1)}/C_1^{(p+1)} \) is set to \( 1/(p+1) \) because the control of the local truncation error is the main objective of the comparison [19].}
the reference scheme value. We emphasize that accuracy is not the primary concern in the design of these schemes; certainly better accuracy could be obtained if one were willing to sacrifice some stability.

Tables 3.1 to 3.4 list the value of $\chi_{\text{stab}}$ and $\chi_{\text{acc}}$ of the optimized schemes that are used for the test problems in the next section. Two methods have been selected for each order of accuracy. Those with fewer number of stages have an accuracy efficiency close to that of the reference methods, whereas the schemes with a large number of stages are characterized by a large value of the stability efficiency and an accuracy efficiency which is greater than 0.7. The coefficients of the selected optimized methods in terms of the low-storage formulation (see Algorithm 1) are listed in Appendix A.

The classical linear stability analysis describes the growth of truncation errors
Step size, stability efficiency $\chi_{\text{stab}}$, and estimation of global accuracy efficiency $\chi_{\text{acc}}$ of the selected optimal 3rd-order ERK methods. The reference method (corresponding to the values in italics) is Heun’s 3-stage method.

<table>
<thead>
<tr>
<th>Method</th>
<th>$s$</th>
<th>$\nu_{\text{stab}}/s$</th>
<th>$C_{(p+1)}$</th>
<th>$\chi_{\text{stab}}$</th>
<th>$\chi_{\text{acc}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heun’s ERK(3,3)</td>
<td>3</td>
<td>$7.5739 \times 10^{-2}$</td>
<td>$4.6296 \times 10^{-2}$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Optimal ERK(5,3)</td>
<td>5</td>
<td>$9.0719 \times 10^{-2}$</td>
<td>$9.9290 \times 10^{-3}$</td>
<td>1.20</td>
<td>1.00</td>
</tr>
<tr>
<td>Optimal ERK(18,3)</td>
<td>17</td>
<td>$1.0718 \times 10^{-1}$</td>
<td>$7.1115 \times 10^{-4}$</td>
<td>1.42</td>
<td>0.71</td>
</tr>
</tbody>
</table>

Step size, stability efficiency $\chi_{\text{stab}}$, and estimation of accuracy efficiency $\chi_{\text{acc}}$ of the selected optimal 4th-order ERK methods. The reference 4-stage method (corresponding to the values in italics) is the classic ERK method.

<table>
<thead>
<tr>
<th>Method</th>
<th>$s$</th>
<th>$\nu_{\text{stab}}/s$</th>
<th>$C_{(p+1)}$</th>
<th>$\chi_{\text{stab}}$</th>
<th>$\chi_{\text{acc}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kutta’s ERK(4,4)</td>
<td>4</td>
<td>$3.9534 \times 10^{-2}$</td>
<td>$1.4505 \times 10^{-2}$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Optimal ERK(9,4)</td>
<td>9</td>
<td>$5.6977 \times 10^{-2}$</td>
<td>$5.0640 \times 10^{-4}$</td>
<td>1.44</td>
<td>1.03</td>
</tr>
<tr>
<td>Optimal ERK(18,4)</td>
<td>18</td>
<td>$6.5233 \times 10^{-2}$</td>
<td>$1.1087 \times 10^{-4}$</td>
<td>1.65</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Step size, stability efficiency $\chi_{\text{stab}}$, and estimation of accuracy efficiency $\chi_{\text{acc}}$ of the selected optimal 5th-order ERK methods. The reference method (corresponding to the values in italics) is Fehlberg’s 6-stage, 5th-order method.

<table>
<thead>
<tr>
<th>Method</th>
<th>$s$</th>
<th>$\nu_{\text{stab}}/s$</th>
<th>$C_{(p+1)}$</th>
<th>$\chi_{\text{stab}}$</th>
<th>$\chi_{\text{acc}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fehlberg ERK(6,5)</td>
<td>6</td>
<td>$2.6916 \times 10^{-2}$</td>
<td>$3.3557 \times 10^{-3}$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Optimal ERK(10,5)</td>
<td>10</td>
<td>$3.6164 \times 10^{-2}$</td>
<td>$5.9757 \times 10^{-5}$</td>
<td>1.34</td>
<td>1.39</td>
</tr>
<tr>
<td>Optimal ERK(20,5)</td>
<td>20</td>
<td>$4.2195 \times 10^{-2}$</td>
<td>$1.0490 \times 10^{-5}$</td>
<td>1.57</td>
<td>0.95</td>
</tr>
</tbody>
</table>

from one step to the next, but ignores the effect that roundoff and truncation errors in intermediate stages may have within a single step. Although, for conventional ERK methods, the accumulation of roundoff errors during a single time step is negligible, it must be taken into account for schemes with a large number of stages. In fact, in the application of ERK schemes with many stages to time-dependent PDEs, there can be a serious accumulation of errors that may even render methods unusable; this is referred to as internal instability [39, 40]. Since most of our new schemes use many stages, a thorough analysis of their internal stability properties has also been performed. All the schemes are internally stable.

4. Applications. In order to assess the efficiency and the accuracy of our new ERK schemes, we have performed a series of numerical simulations. The computations run on a machine with $2 \times 2.4$ GHz Quad-Core Intel Xeon, using the COOLFluiD 3 collaborative simulation environment [9]. Sixteen gigabytes of RAM were available. The grids have been generated using Gmsh software [15].

In COOLFluiD 3, the CFL-number in two dimensions is defined as

$$\nu = \Delta t \left( \frac{u}{\Delta x} + \frac{v}{\Delta y} \right),$$

with $u$ and $v$ the x- and y-components of the wave speed $\overrightarrow{a}$, and with $\Delta x$ and $\Delta y$ the width and height of a Cartesian grid cell. This definition, when applied to the Roe scheme on a structured Cartesian mesh, leads to a positive and stable discretization.
for a CFL number smaller than unity [11]. In practical computations it has been observed that slightly larger time steps may be used without affecting stability [11].

4.1. Order verification. In this section we present the convergence study of the optimized ERK scheme listed in Tables 3.1 to 3.4. We integrate a nonlinear nonautonomous system of 1st-order ODEs [36, 30],

\[
\begin{align*}
\frac{dq_1}{dt} &= \frac{1}{q_1} - q_2 \frac{e^{t^2}}{t^2} - t, \\
\frac{dq_2}{dt} &= \frac{1}{q_2} - e^{t^2} - 2te^{-t^2},
\end{align*}
\]

with the time \( t \) ranging from \( t_0 = 1 \) to \( t^e = 4 \), and with the following initial conditions: \( q_1(t^0) = 1, q_2(t^0) = e^{-1} \). The analytical solution of this system is \( q_1(t) = 1/t, q_2(t) = e^{-t^2} \). We use the norm of the error,

\[ |\varepsilon(t^e)| = |(Q_1(t^e) - q_1(t^e)) + (Q_2(t^e) - q_2(t^e))|, \]

to study the time integration error. Here \( Q_1 \) and \( Q_2 \) denote the numerical solutions. Figure 4.1 shows the norm of the error \( |\varepsilon| \) as a function of the time step \( \Delta t \). It can be seen that for all ERK schemes the expected order of accuracy is achieved. Moreover, the new optimized methods show significantly smaller errors than the reference methods, as expected based on their smaller error constants.

![Convergence study of the optimized ERK methods](http://www.siam.org/journals/ojsa.php)
4.2. Advection of a Gaussian wave in an annulus. The second problem we consider is the advection of a Gaussian wave in a 2D annulus. Such a problem models the transport of a scalar conserved variable $q$ with variable advection speed $\vec{a}$. The conserved variables and the convective flux are then

\begin{align}
q &= q, \\
\vec{f} &= q.
\end{align}

Therefore, the conservation law reads

\begin{equation}
\frac{\partial q}{\partial t} + \vec{a} \cdot \nabla q = 0,
\end{equation}

where in a 2D Cartesian space

$$\vec{a}(x, y) = \begin{bmatrix} u \\ v \end{bmatrix} = \omega \begin{bmatrix} -y \\ x \end{bmatrix}.$$ 

Here $\omega$ is the angular velocity, which is set to $\omega = 2\pi$. Note that the ERK schemes have been optimized for the 2D advection equation with constant convective velocity (see (2.9)), whereas here a variable velocity is used. Therefore, the numerical results and performance presented in this section can already be used to partially assess the robustness of the new time-stepping methods. All schemes were also tested using a uniform advection velocity on a uniform Cartesian grid. The results of those tests are omitted since they are very similar to results of the more challenging test problem we now consider.

The initial Gaussian wave condition is centered at $x_c = 0.0, y_c = 7.5$ and is defined as

\begin{equation}
q^0(x, y) = e^{-\frac{(x-x_c)^2+(y-y_c)^2}{2b^2}},
\end{equation}

where the radius is set to $b = 0.6$.

The annulus is characterized by an internal radius $r_i = 5$ and an external radius $r_o = 10$. One-quarter of the annulus is discretized for the actual computations. Simulations are performed using 2nd- to 5th-order spatial and temporal discretizations from $t^0 = 0$ to $t^e = 0.25$ (see Figure 4.2). Several CFL numbers ranging from 0.05 to the maximum linearly stable one are used. A mesh with $110 \times 110$ (radial direction $\times$ azimuthal direction) quadrilateral cells with a maximum aspect ratio of 1.8 are used for the 2nd-order computations. Such a mesh leads to a total number of 48400 DOFs, which is held constant for higher-order accurate simulations by coarsening the grid in both directions. Extrapolation boundary conditions are imposed on both circular boundaries.

The exact solution is just a $90^\circ$ clockwise roto-translation of the initial solution and is given by (4.5) with $x_c = 7.5, y_c = 0.0$.

We solve this problem with each of the reference and optimized ERK schemes using the predicted maximum stable CFL number for each scheme. In every case, the resulting computation is stable, confirming the theoretical prediction. Figure 4.3 shows the maximum norm of the error vector

\begin{equation}
||\varepsilon(t^e)||_{L_\infty} = \max |\varepsilon_i| = \max |(Q_i(t^e) - q_{ex,i}(t^e))| \quad \text{for} \quad i = 1, 2, \ldots, N^{DOF}
\end{equation}

and the CPU time for each scheme. Although the number of DOFs is the same in all the simulations, the error decreases rapidly with increasing order of the discretization.
Fig. 4.2. Gaussian wave advected in the annulus at $t = 0.25$; solution computed with the 4th-order SD method and the optimal ERK(18,4) scheme.

Remarkably, a unit increment of the order of accuracy leads to a reduction of the error of one order of magnitude and to a faster simulation (Figure 4.3(a)). This shows the benefit of using high-order accurate methods for wave propagation problems. As predicted, some of the highly optimized ERK schemes yield somewhat larger errors. Figure 4.3(b) highlights the speed-up obtained with the optimized RK schemes over the standard methods for high-order accurate simulations. Indeed, for 4th- and 5th-order computations the new schemes reduce the computational time by 40% and 38%, respectively. These values match very well the theoretical results shown in the previous sections.

Figure 4.4 shows the maximum norm error as a function of the one-step effective CFL number. Here $q_{ex,i}$ is the exact solution at the solution point (or DOF) $i$.

Interestingly, for some methods the error increases with increasing CFL number, while for others it actually decreases. The latter behavior is reminiscent of the be-
behavior of many low-order schemes that are more accurate for CFL numbers close to 1 and more dissipative for small CFL numbers. In addition, we point out that a combination of a quasi-uniform grid and the maximum CFL numbers obtained during the first optimization step results in stable full discretizations.

4.3. Acoustic wave propagation. In this example we solve the linearized Euler equations (LEEs), which model the propagation of small perturbations in a mean flow field. They are frequently used to compute the propagation of acoustic waves in the absence of acoustic sources, e.g., turbulence production. They have been successfully used to solve in a hybrid approach for cavity flow [42], jet noise [4], and vortexblade interaction [6].

The LEEs are derived from the compressible Euler equations which mathematically describe the three physical conservation laws (i.e., conservation of mass, conservation of momentum, and conservation of energy) for an inviscid fluid. Thus, the definitions of the conserved variables \( \mathbf{q} \) and the flux vector \( \mathbf{f} = [f \ g \ h]^T \) are

\[
\mathbf{q} = \begin{pmatrix}
\rho \\
\rho u \\
\rho v \\
\rho w \\
\rho E
\end{pmatrix},
\]

Fig. 4.4. Influence of the CFL number on the maximum error norm of a 2D Gaussian wave advecting in an annulus.
In these equations, \( \rho \) is the mass density, \( u, v, \) and \( w \) are the Cartesian velocity components, \( p \) is the thermodynamic pressure, and \( E \) is the specific total energy. The velocity vector \( \vec{u} \) is \( [u \ v \ w]^T \) and its magnitude is denoted by |\( \vec{u} \)|. For an ideal gas, which approximates well the thermodynamic behavior of air in a wide range of thermodynamic conditions, the specific total energy \( E \) is related to the pressure and the velocity field by

\[
E = \frac{1}{\gamma - 1} \rho + \frac{u^2 + v^2 + w^2}{2},
\]

where \( \gamma = 1.4 \) is the heat capacity ratio for air. Equation (4.8) closes the hyperbolic system (4.7) of five nonlinear PDEs with five unknowns.

The LEEs are obtained from (4.7) by decomposing the primitive flow variables \( \rho, \bar{u}, \) and \( p \) into a mean flow value \( (\cdot)_0 \) and a perturbation about this mean flow \( (\cdot)' \):

\[
\rho = \rho_0 + \rho',
\]

\[
\bar{u} = \bar{u}_0 + \bar{u}',
\]

\[
p = p_0 + p'.
\]

Substituting these relations in (4.7), subtracting the mean flow terms, and neglecting products of perturbations, the following sets of conserved variables \( \mathbf{q} \) and the flux components \( \mathbf{f} = [\mathbf{f} \ \mathbf{g} \ \mathbf{h}]^T \) are obtained:

\[
\mathbf{q} = \begin{pmatrix} p' \\
\rho_0 \bar{u}' \\
\rho_0 \bar{v}' \\
\rho_0 \bar{w}' \\
p' 
\end{pmatrix},
\]

\[
\mathbf{f} = \begin{pmatrix} \rho_0 \bar{u}' + u_0 \rho' \\
\rho_0 u_0 \bar{u}' + p' \\
\rho_0 u_0 \bar{v}' \\
\rho_0 u_0 \bar{w}' \\
u_0 p' + \gamma p_0 u'
\end{pmatrix},
\]

\[
\mathbf{g} = \begin{pmatrix} \rho_0 \bar{v}' + v_0 \rho' \\
\rho_0 \bar{u}' + p' \\
\rho_0 \bar{w}' \\
v_0 p' + \gamma p_0 u'
\end{pmatrix},
\]

\[
\mathbf{h} = \begin{pmatrix} \rho_0 \bar{w}' + w_0 \rho' \\
\rho_0 w_0 \bar{u}' \\
\rho_0 w_0 \bar{v}' + p' \\
w_0 p' + \gamma p_0 w'
\end{pmatrix}.
\]

This procedure also leads to a source term involving mean flow gradients (right-hand side of (2.1)):

\[
\mathbf{s} = -\begin{pmatrix}
(\rho_0 \bar{u}' + u_0 \rho') \frac{\partial u_0}{\partial x} + (\rho_0 \bar{v}' + v_0 \rho') \frac{\partial u_0}{\partial y} + (\rho_0 \bar{w}' + w_0 \rho') \frac{\partial u_0}{\partial z} \\
(\rho_0 \bar{u}' + u_0 \rho') \frac{\partial v_0}{\partial x} + (\rho_0 \bar{v}' + v_0 \rho') \frac{\partial v_0}{\partial y} + (\rho_0 \bar{w}' + w_0 \rho') \frac{\partial v_0}{\partial z} \\
(\rho_0 \bar{u}' + u_0 \rho') \frac{\partial w_0}{\partial x} + (\rho_0 \bar{v}' + v_0 \rho') \frac{\partial w_0}{\partial y} + (\rho_0 \bar{w}' + w_0 \rho') \frac{\partial w_0}{\partial z} \\
(\gamma - 1) \left( p' \left( \frac{\partial u_0}{\partial x} + \frac{\partial v_0}{\partial y} + \frac{\partial w_0}{\partial z} \right) - u_0 \frac{\partial u_0}{\partial y} - v_0 \frac{\partial u_0}{\partial y} - w_0 \frac{\partial u_0}{\partial z} \right)
\end{pmatrix},
\]

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
which partially accounts for the refraction effects. The source term is zero in case of
a uniform mean flow.

The initial solution for this numerical test has a Gaussian profile centered at the
origin of the axes and is given by

\begin{equation}
\rho' = 10^{-3} e^{-\frac{x^2 + y^2}{b^2}},
\end{equation}

(4.13)

\begin{align*}
p' &= c_0^2 \rho', \\
u' &= v' = 0,
\end{align*}

where the radius of the Gaussian pulse is set to \( b = 0.05 \). The uniform mean flow
variables are \( \rho_0 = 1 \), \( p_0 = 1 \), \( \gamma = 1.4 \), and \( u_0 = v_0 = 0 \). Simulations are done from
\( t^0 = 0 \) to \( t^e = 0.3 \). The numerical domain is a circle with radius \( r = 0.5 \), which is
also centered at the origin of the axes. For the 2nd-order calculations, a mesh with
180 \( \times \) 45 (radial direction \( \times \) azimuthal direction) quadrilateral cells with a maximum
aspect ratio of 1.85 is used. Therefore the total number of DOFs is 32400. As for
the previous numerical test, this number is kept constant for higher-order accurate
simulations by coarsening the grid in both directions. Simple extrapolation boundary
conditions are used. Figure 4.5 shows the contour plot of the acoustic pressure field
at \( t = t^e = 0.3 \).

![Acoustic pressure contour](https://example.com/figure45.png)

**Fig. 4.5.** Acoustic pressure contour \( p' \) at \( t = 0.3 \); solution computed with the 4th-order SD
method and the optimal ERK(18, 4) scheme.

The exact solution for the acoustic pressure field \( p' = p - p_0 \) obtained by inte-
grating the LEEs is used as a reference solution to compute the numerical error. Its
analytical expression is given by

\begin{equation}
p' (t, x, y) = \frac{c_0^2 b^2}{2} \int_{0}^{+\infty} e^{-\left(\frac{\xi}{c_0 t}\right)^2} \cos(\xi c_0 t) J_0(\xi \eta) \xi d\xi,
\end{equation}

(4.14)

with \( \eta = \sqrt{(x - 0.5)^2 + (y - 0.5)^2} \) and \( J_0 \) the Bessel function of the first kind of order
zero.

Figure 4.6 shows the maximum norm of the error and the CPU time for each
scheme, using the predicted maximum stable CFL number. All schemes are again
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Fig. 4.6. Error and CPU time for the acoustic pulse problem. The labels \( s, p \) for each point indicate the number of stages \( s \) and the order \( p \) of the corresponding scheme. Open circles are used for the reference methods; closed circles are used for the optimized methods.

Fig. 4.7. Influence of the CFL number on the maximum error norm of a 2D acoustic pulse propagating in a circular domain.

stable at their respective theoretical CFL values. The results are similar to those shown in Figure 4.3 for advection, although it appears that the spatial errors are even more dominant for this problem as the overall error is nearly the same for all time-stepping schemes of a given order.

Figure 4.7 shows the maximum norm of the error versus effective CFL number.
for a range of CFL numbers. We observe that for a fixed order of accuracy the error is almost independent of the CFL number. More precisely we find that as long as the time step is smaller than the theoretical maximum stable value, the error is dominated by the spatial discretization error. Note that a unit increment of the order of accuracy of the full discretization leads to a reduction of the error of one order of magnitude. The optimized RK schemes speed up the simulations considerably.

4.4. Vortex shedding past a wedge. This test case focuses on the von Karman vortex street past a triangular wedge [43] computed with the compressible Euler equations (4.7). Indeed, in the inviscid framework, vortex shedding phenomena can be described when the considered bodies present sharp corners which ensure the separation of the flow. This numerical test represents a more realistic application and is used to study the performance of the new temporal schemes for a nonlinear system of PDEs and highly unstructured mesh. The compressible Euler equations are generally used to model the flow of an inviscid fluid, or the flow of a viscous fluid in regions where the effects of viscosity and heat conduction are negligible. Typical applications include preliminary aircraft design and rotor-flow computations.

In Figure 4.8 the configuration of the test case is illustrated, where the incoming flow is from left to right. The wedge is placed on the centerline \( y = 0 \) of the computational domain and is characterized by a length \( L \). At the left boundary (the inflow) the flow is prescribed to be uniform with zero angle of attack and free-stream Mach number of 0.2. Both inlet density and inlet pressure are set to one. A pressure outlet boundary condition is imposed on the right boundary of the domain which is placed about 15 \( L \) away from the wedge. Far-field boundary conditions (i.e., uniform Dirichlet boundary conditions for the conserved variables) are imposed on both the top and bottom boundaries.

An unstructured grid with 11686 quadrilateral cells with a maximum aspect ratio of 1.78 and a maximum skewness value of 0.54 is used for the 2nd-order calculations. This leads to 46744 DOFs. The number of DOFs is again kept about constant for higher-order accurate simulation by coarsening the grid. For this test the exact solution is not available. Therefore a reference solution is numerically computed by solving the problem on the mesh with 11686 quadrilateral cells with the 5th-order SD
method (292150 DOFs) and the ERKF(6,5) scheme. A CFL number $\nu = 0.1$ is used for the reference computation.

In order to avoid discontinuities near the surface of the wedge during the transitional phase that is produced by the uniform free-stream initial conditions, an intermediate solution, in which the formed vortices have not yet separated, is computed with 1st-order SD and ERK(2,2). That solution is used as the initial condition for all higher-order computations (including the reference one) which are carried out from $t^0 = 0$ to $t^e = 200$ (see Figure 4.9) to generate new unsteady laminar initial solutions for each order of accuracy.

Afterwards, starting with these intermediate solutions, several computations are performed using the CFL number $\nu_{stab}$ for each scheme and measuring the error after 0.1 seconds. Figure 4.10 shows the maximum norm of the error and the CPU time for each scheme. Remarkably, we observe that the new schemes, designed using linear advection on a uniform grid, perform very well for the compressible Euler equations on an unstructured grid. Indeed, they speed up the simulations considerably, while retaining a small error norm. Moreover, we highlight that the use of a quasi-uniform grid and the CFL number $\nu_{stab}$ results in stable full discretizations. Therefore, also
for this nonlinear test the theoretical stability efficiencies obtained in the first optimization step by using the 2D linear advection equation model are recovered.

5. Conclusions and future work. In this work we have developed new robust optimized explicit Runge–Kutta (ERK) schemes for the spectral difference (SD) method to efficiently and accurately solve wave propagation problems on unstructured uniform or quasi-uniform nonsimplex cell grids. We have shown that by using low-storage schemes with optimized stability function and reasonable leading truncation error constant, one can significantly improve the performance of the resulting method of lines discretization. By integrating high-order accurate SD semidiscretizations (i.e., 3rd-, 4th-, and 5th-order) with optimized RK methods, we have found stability efficiency improvements of 42% to 65% for typical systems of hyperbolic conservation laws used in fluid dynamics. These performance gains correspond to a reduction in computational cost of 29% to 40% for a fixed simulation time. These improvements, which agree remarkably well with theoretical predictions based on analysis of the 2D advection equation, are obtained without significant sacrifices in accuracy. Indeed, when both spatial and temporal discretizations have the same order of accuracy, the spatial error typically dominates. Therefore, for a fixed order of accuracy the error is almost independent of the CFL number, and large time steps can be used.

Our results also highlight the advantage of high-order schemes, which is even more pronounced when optimized time integrators are employed. The schemes designed in this work are intended for the solution of purely hyperbolic systems of conservation discretized on unstructured grids. The goal of ongoing research involves the optimization of such a family of schemes for convection-dominated problems with diffusion, where anisotropic grids are needed to discretize the domain with an economical distribution of cells.

Finally, we want to highlight that by keeping the number of degrees of freedom constant, while increasing the order of accuracy, the new schemes allow us to get much more accurate solutions in about the same time, with about the same memory requirements. For example, using our optimized schemes, the proposed 5th-order discretization is actually faster than the 2nd-order discretization, when the number of degrees of freedom is held constant. Of course, the 5th-order discretization is also much more accurate. We expect that similar improvements could be obtained by using our approach to design optimized ERK schemes for other high-order accurate semidiscretizations.

Appendix A. Low-storage ERK coefficients. The coefficients of the selected optimized methods in terms of the low-storage formulation (see Algorithm 1) are listed in this appendix.
### Table A.1
3S* low-storage coefficients of ERK(3,2) method, optimized for 2nd-order SD scheme.

<table>
<thead>
<tr>
<th>c</th>
<th>β</th>
<th>γ1</th>
<th>γ2</th>
<th>γ3</th>
<th>δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000000000000000 x 10^-00</td>
<td>7.2360747836279086 x 10^-01</td>
<td>0.0000000000000000 x 10^-00</td>
<td>1.0000000000000000 x 10^-00</td>
<td>0.0000000000000000 x 10^-00</td>
<td>1.0000000000000000 x 10^-00</td>
</tr>
<tr>
<td>7.2360747836279086 x 10^-01</td>
<td>4.1217852253021025 x 10^-01</td>
<td>1.1264305575322181 x 10^-01</td>
<td>5.4127352991604170 x 10^-01</td>
<td>8.18923583723744 x 10^-02</td>
<td>7.19656716037724 x 10^-01</td>
</tr>
<tr>
<td>5.9236431382015946 x 10^-01</td>
<td>3.6642316245223211 x 10^-01</td>
<td>1.1264305575322181 x 10^-01</td>
<td>5.4127352991604170 x 10^-01</td>
<td>8.18923583723744 x 10^-02</td>
<td>7.19656716037724 x 10^-01</td>
</tr>
</tbody>
</table>

### Table A.2
3S* low-storage coefficients of ERK(8,2) method, optimized for 2nd-order SD scheme.

<table>
<thead>
<tr>
<th>c</th>
<th>β</th>
<th>γ1</th>
<th>γ2</th>
<th>γ3</th>
<th>δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000000000000000 x 10^-00</td>
<td>9.292222935255474 x 10^-01</td>
<td>0.0000000000000000 x 10^-00</td>
<td>1.0000000000000000 x 10^-00</td>
<td>0.0000000000000000 x 10^-00</td>
<td>1.0000000000000000 x 10^-00</td>
</tr>
<tr>
<td>9.292222935255474 x 10^-01</td>
<td>5.210886510057974 x 10^-01</td>
<td>4.2997512182806904 x 10^-01</td>
<td>5.431732582503775 x 10^-01</td>
<td>1.0000000000000000 x 10^-00</td>
<td>1.0000000000000000 x 10^-00</td>
</tr>
<tr>
<td>1.072413920551014 x 10^-01</td>
<td>3.855320783453915 x 10^-03</td>
<td>-2.35285207469033 x 10^-03</td>
<td>7.533732826056154 x 10^-01</td>
<td>6.585460813015481 x 10^-2</td>
<td>6.421900877386511 x 10^-2</td>
</tr>
<tr>
<td>2.505706059896909 x 10^-01</td>
<td>7.9714199213087467 x 10^-01</td>
<td>7.959661501787746 x 10^-01</td>
<td>6.39719384289623 x 10^-01</td>
<td>5.841354142023582 x 10^-2</td>
<td>5.701073915475910 x 10^-2</td>
</tr>
<tr>
<td>1.049674929719783 x 10^-02</td>
<td>-8.18246017664129 x 10^-02</td>
<td>-1.305224532371 x 10^-02</td>
<td>2.14529629425141 x 10^-01</td>
<td>6.877030576885258 x 10^-1</td>
<td>4.130765951532 x 10^-1</td>
</tr>
<tr>
<td>-6.748803704972031 x 10^-02</td>
<td>8.46043114815883 x 10^-02</td>
<td>-7.38230370551431 x 10^-01</td>
<td>5.841354142023582 x 10^-2</td>
<td>6.421900877386511 x 10^-2</td>
<td>5.701073915475910 x 10^-2</td>
</tr>
<tr>
<td>-1.586911612120166 x 10^-02</td>
<td>-1.01916600984124 x 10^-01</td>
<td>-9.55327050188064 x 10^-01</td>
<td>7.01772181703459 x 10^-01</td>
<td>6.37298231103170 x 10^-02</td>
<td>6.52056709409360 x 10^-02</td>
</tr>
<tr>
<td>2.1138242369563999 x 10^-02</td>
<td>6.3190236892810750 x 10^-02</td>
<td>2.53613911253109 x 10^-01</td>
<td>4.01853795052245 x 10^-01</td>
<td>-3.36793278431387 x 10^-01</td>
<td>0.0000000000000000 x 10^-00</td>
</tr>
</tbody>
</table>

### Table A.3
3S* low-storage coefficients of ERK(5,3) method, optimized for 3rd-order SD scheme.

<table>
<thead>
<tr>
<th>c</th>
<th>β</th>
<th>γ1</th>
<th>γ2</th>
<th>γ3</th>
<th>δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000000000000000 x 10^-00</td>
<td>2.3030285824852019 x 10^-01</td>
<td>0.0000000000000000 x 10^-00</td>
<td>1.0000000000000000 x 10^-00</td>
<td>0.0000000000000000 x 10^-00</td>
<td>1.0000000000000000 x 10^-00</td>
</tr>
<tr>
<td>2.3030285824852019 x 10^-01</td>
<td>4.0314490164536756 x 10^-10</td>
<td>2.587691961928698 x 10^-01</td>
<td>5.524801390961196 x 10^-01</td>
<td>0.0000000000000000 x 10^-00</td>
<td>0.0000000000000000 x 10^-00</td>
</tr>
<tr>
<td>4.0504435764859693 x 10^-01</td>
<td>8.0256012038566769 x 10^-01</td>
<td>-1.3178105383497585 x 10^-09</td>
<td>6.731563326032709 x 10^-01</td>
<td>2.75259794633421 x 10^-1</td>
<td>3.41387164690725 x 10^-1</td>
</tr>
<tr>
<td>8.9476204142351003 x 10^-01</td>
<td>4.362161881511753 x 10^-01</td>
<td>5.05664984362998 x 10^-01</td>
<td>2.803154965521667 x 10^-01</td>
<td>7.29204849652582 x 10^-2</td>
<td>0.0000000000000000 x 10^-00</td>
</tr>
<tr>
<td>7.2551146275625733 x 10^-01</td>
<td>1.29720599513531 x 10^-01</td>
<td>5.670507883024708 x 10^-01</td>
<td>5.521513515918758 x 10^-01</td>
<td>-8.95054502214855 x 10^-1</td>
<td>0.0000000000000000 x 10^-00</td>
</tr>
</tbody>
</table>
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Table A.4

<table>
<thead>
<tr>
<th>( \delta )</th>
<th>( \gamma )</th>
<th>( \beta )</th>
<th>( \theta )</th>
<th>( \delta )</th>
<th>( \gamma )</th>
<th>( \beta )</th>
<th>( \theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
</tr>
<tr>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
</tr>
<tr>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
</tr>
</tbody>
</table>

---
### Table A.6

**3S* low-storage coefficients of ERK(18,4) method, optimized for 4th-order SD scheme.**

<table>
<thead>
<tr>
<th>( \epsilon )</th>
<th>( \beta )</th>
<th>( \gamma_1 )</th>
<th>( \gamma_2 )</th>
<th>( \gamma_3 )</th>
<th>( \delta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000000000000000</td>
<td>1.2384469804262896</td>
<td>0.0000000000000000</td>
<td>1.0000000000000000</td>
<td>0.0000000000000000</td>
<td>1.0000000000000000</td>
</tr>
<tr>
<td>1.2384469804262896</td>
<td>1.3069857664962880</td>
<td>3.5816500441970289</td>
<td>6.8714670697294733</td>
<td>3.5816500441970289</td>
<td>0.0000000000000000</td>
</tr>
<tr>
<td>1.3069857664962880</td>
<td>3.5816500441970289</td>
<td>6.8714670697294733</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>9.8519904419702890</td>
</tr>
<tr>
<td>6.8714670697294733</td>
<td>3.5816500441970289</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
</tr>
</tbody>
</table>

### Table A.7

**3S* low-storage coefficients of ERK(10,5) method, optimized for 5th-order SD scheme.**

<table>
<thead>
<tr>
<th>( \epsilon )</th>
<th>( \beta )</th>
<th>( \gamma_1 )</th>
<th>( \gamma_2 )</th>
<th>( \gamma_3 )</th>
<th>( \delta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000000000000000</td>
<td>2.5978835707394484</td>
<td>0.0000000000000000</td>
<td>1.0000000000000000</td>
<td>0.0000000000000000</td>
<td>1.0000000000000000</td>
</tr>
<tr>
<td>2.5978835707394484</td>
<td>4.0426601076528777</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>1.0000000000000000</td>
</tr>
<tr>
<td>4.0426601076528777</td>
<td>3.5816500441970289</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
</tr>
<tr>
<td>3.5816500441970289</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>9.8519904419702890</td>
</tr>
<tr>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
<td>0.0000000000000000</td>
</tr>
</tbody>
</table>
\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
$\vartheta$ & $e_\vartheta$ & $e_\xi$ & $t_\xi$ & $\xi$ \\
\hline
0.0000000000000000 & 0.0000000000000000 & 0.0000000000000000 & 0.0000000000000000 & 0.0000000000000000 \\
\hline
\end{tabular}
\caption{Lagrange coefficients of ERK(3) method, optimized for 4th-order SD scheme.}
\end{table}
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